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Abstract

As artificial intelligence (AI) systems increasingly influence critical aspects of society, the
demand for robust governance and ethical oversight has intensified. This research paper
explores the evolving landscape of Al governance platforms and ethical tech oversight through
a dual-method approach combining doctrinal and non-doctrinal analysis. The doctrinal method
reviews recent international regulations, including the European Union Al Act, the Council of
Europe’s Framework Convention on Al, ISO/IEC standards, and U.S. state-level initiatives.
Simultaneously, the non-doctrinal method examines recent corporate surveys, market trends,
and academic studies to assess the practical uptake of governance tools and ethical protocols.
Real-time data reveals a significant increase in corporate governance initiatives—77% of
surveyed organizations report active governance programs—while the Al governance software
market is projected to grow at a 49.2% CAGR by 2034. However, institutional capability gaps
and regional regulatory fragmentation pose major challenges. The study concludes that a
harmonized, capacity-driven, and lifecycle-sensitive governance model is essential for
ensuring ethically aligned Al deployment. The findings serve as a foundation for policymakers,
corporate leaders, and academic researchers aiming to design accountable and future-ready Al
ecosystems.

Keywords: Al governance, ethical oversight, EU Al Act, doctrinal research, corporate
compliance

1. Introduction

The rapid proliferation of artificial intelligence (Al) technologies has sparked transformative
changes across various sectors including healthcare, finance, education, defense, and public
administration. While Al offers unprecedented efficiencies and capabilities, it also introduces
ethical dilemmas, social risks, and governance gaps. Issues such as algorithmic bias, opaque
decision-making, data privacy violations, and disproportionate surveillance have triggered
global concern, making Al governance and ethical oversight a policy and academic priority.
Scholars argue that unlike traditional technological regulation, Al governance must grapple not
only with compliance, but with value-laden design choices, democratic accountability, and
public trust. This dual necessity—Ilegal soundness and ethical validity—forms the conceptual
foundation of emerging Al governance platforms. Governance in this context refers to the
frameworks, mechanisms, and institutions that establish accountability, fairness, transparency,
and safety in Al systems throughout their lifecycle—from development and deployment to
monitoring and redress.

Legal scholars have emphasized the need for both hard law instruments (regulations, treaties,
standards) and soft governance mechanisms (guidelines, corporate best practices, and
professional ethics) to navigate the technological uncertainties of AIl. The European Union’s
Artificial Intelligence Act (2021-2024) is a pioneering effort to provide a risk-tiered regulatory
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model, prohibiting certain uses and heavily regulating high-risk systems. As highlighted by
Veale and Borgesius, the Act reflects a shift from reactive regulation to anticipatory governance,
grounded in fundamental rights protection.! In contrast, countries like the United States have
favored a more decentralized, sector-specific approach. Yet, recent moves such as California’s
2025 Advisory Report indicate a growing shift toward institutionalized Al auditing,
transparency mandates, and whistleblower protection, which signal the convergence of policy
intent with ethical expectations.?

Simultaneously, private organizations are investing in Al ethics boards, algorithmic impact
assessments, and internal oversight protocols—an area often termed “ethical tech governance.”
As reported in a 2025 IAPP-Credo Al study, nearly 77% of surveyed organizations globally are
developing Al governance programs, with 47% classifying it as a top strategic priority.>
However, only 1.5% feel they are fully staffed with governance expertise, revealing a structural
gap between policy ambition and operational capability. Academic literature supports this
concern. Binns et al. underscore that governance tools often remain concentrated at the design
and modeling phase, leaving critical stages such as real-time oversight, post-deployment
monitoring, and institutional review underdeveloped.* This imbalance emphasizes the
importance of a lifecycle-sensitive governance architecture that combines doctrinal robustness
with functional agility.

In this light, this paper adopts both doctrinal and non-doctrinal methods to investigate how
ethical Al governance is being conceptualized, implemented, and scaled. It assesses formal
legal frameworks, international standards, corporate responses, and emerging oversight
technologies. By integrating real-world data, market projections, and comparative legal
instruments, the paper contributes to an interdisciplinary understanding of how Al can be
regulated not only to avoid harm but to promote ethical and just outcomes in democratic
societies.

2. Methodology

This research employs a hybrid methodological framework comprising both doctrinal and
non-doctrinal approaches to provide a holistic analysis of Al governance and ethical tech
oversight. The doctrinal method involves a comprehensive examination of formal legal
instruments, regulatory texts, and normative frameworks governing Al technologies. Key
sources include the European Union’s Artificial Intelligence Act, which proposes a risk-based
classification of Al systems and mandates compliance obligations for high-risk applications.®
In addition, the paper examines the Council of Europe’s Framework Convention on Al, Human
Rights, Democracy and the Rule of Law, opened for signature in 2024, which establishes
foundational principles for responsible AI deployment across national jurisdictions.®
Supplementary doctrinal material includes emerging national policies such as California’s Al
policy working group recommendations from June 2025, which advocate transparency-by-
design and stronger institutional accountability for Al deployment.’

The non-doctrinal method complements the above by evaluating empirical data from corporate
governance practices, industry reports, and market intelligence studies. It draws on recent
surveys by the International Association of Privacy Professionals (IAPP),
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PricewaterhouseCoopers (PwC), and Deloitte, which explore how organizations structure and
operationalize Al oversight.® Reports by Exactitude Consultancy and Global Market Insights
offer growth projections and market behavior of Al governance platforms.® Academic studies
further triangulate these findings to assess the real-world implementation and efficacy of
governance tools across sectors. Together, this methodological blend enables a rigorous,
evidence-driven exploration of both legal norms and organizational behavior in the evolving
Al ethics ecosystem.

3. Doctrinal Overview

The doctrinal framework surrounding Al governance has developed significantly over the past
few years, driven by regulatory, institutional, and technical imperatives to address the
disruptive potential of artificial intelligence. This section elaborates on the major legal and
normative instruments shaping AI governance today, emphasizing their structure,
enforceability, and ethical underpinnings.

3.1 European Union Artificial Intelligence Act

The EU Arttificial Intelligence Act (EU Al Act) represents the most advanced and structured
attempt globally to regulate Al technologies through a legally binding instrument. Originally
proposed in 2021 and formally adopted in 2024, the Act introduces a risk-tiered regulatory
approach, classifying Al systems into four categories—unacceptable risk, high risk, limited
risk, and minimal risk. Systems considered as posing an “unacceptable risk”—such as social
scoring, manipulative Al, or biometric categorization in public spaces—are outright prohibited.
For high-risk Al systems, which include applications in critical infrastructure, employment,
law enforcement, and biometric identification, the Act mandates a comprehensive conformity
assessment and requires the establishment of risk management systems, documentation
protocols, transparency obligations, and human oversight mechanisms.' Of particular
significance is the Act's treatment of facial recognition and biometric surveillance. While not
entirely prohibited, such uses are heavily restricted, subject to strict conditions under Article 5
and further clarified in Articles 52-55, which underscore the necessity for proportionality,
necessity, and democratic accountability.!' Furthermore, the EU Al Act introduces the
European Artificial Intelligence Board (EAIB) to ensure consistent enforcement and
harmonization across Member States, effectively institutionalizing Al governance at a
supranational level. This legislation sets a precedent for future Al regulatory regimes by
embedding human rights safeguards, administrative compliance, and lifecycle governance
within a binding legal framework.?

3.2 Council of Europe Framework Convention on Al

The Framework Convention on Artificial Intelligence, Human Rights, Democracy and the Rule
of Law, developed by the Council of Europe (CoE) and opened for signature in September
2024, is the first legally binding international treaty focused explicitly on the ethical and
democratic use of Al. As of late 2024, over 50 countries have signed the treaty, reflecting a
broad international consensus on the need for cross-border cooperation in Al regulation."
The Convention is built on seven core principles: legality, accountability, transparency, non-
discrimination, equity, safety, and human agency.'* Unlike the EU Al Act, which is primarily a
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market regulation tool, the CoE treaty anchors its approach in human rights jurisprudence,
particularly the European Convention on Human Rights (ECHR). Notably, it compels signatory
states to integrate human rights impact assessments, guarantee judicial redress mechanisms,
and ensure democratic oversight throughout the lifecycle of AI deployment.'
Its provisions are intentionally technology-neutral to account for the rapid evolution of Al
systems and to avoid regulatory obsolescence. This multilateral legal instrument represents a
significant normative advancement, particularly in shaping national Al legislation in non-EU
countries. Moreover, the treaty provides a valuable governance framework for regional
cooperation and is expected to influence discussions in global forums such as the OECD and
the UN.

3.3 United Nations Advisory Report on Global Al Governance

In response to growing global calls for coordinated Al oversight, the United Nations Secretary-
General’s High-Level Advisory Body on Artificial Intelligence released a landmark report in
October 2023, outlining the need for a global governance architecture for AL.'® The report
recommends establishing a UN-convened scientific panel, akin to the Intergovernmental Panel
on Climate Change (IPCC), to regularly assess Al capabilities, risks, and regulatory best
practices. Additionally, it urges the creation of an International Al Agency, modeled after the
TAEA, to monitor cross-border use of Al in warfare, surveillance, and autonomous systems. !’
The UN report underscores the global asymmetries in Al capabilities, especially between the
Global North and South, and emphasizes the importance of capacity-building, equitable data
access, and technical standardization. While non-binding, the report serves as a normative
blueprint and is being considered in multilateral discussions on treaty-making under the
auspices of the UN, G20, and the World Economic Forum. Its emphasis on transparency,
multistakeholder governance, and public interest safeguarding aligns with emerging
democratic expectations of responsible Al development.'®

3.4 California State-Level Al Policy Report (2025)

One of the most progressive sub-national Al policy instruments is the California Al Policy
Working Group Report, finalized on June 17, 2025. Unlike federal U.S. approaches, which
remain largely decentralized and sector-specific, California’s model adopts a “trust but verify”
paradigm by recommending enforceable governance structures within public and private
deployments of Al. The report advocates for independent algorithmic audits, incident reporting
protocols, and whistleblower protection laws to increase institutional accountability."
California’s recommendations are unique in calling for Al governance officers in public
agencies, ensuring ethical oversight is built into operational mandates. Furthermore, it
promotes the integration of ethics-by-design principles, requiring all government vendors to
demonstrate alignment with fairness, explainability, and inclusiveness standards during
procurement.?

The significance of this report lies in its legislative influence, as several of its proposals are
being converted into bills under review in the California State Assembly. As the world’s fifth-
largest economy and home to major Al companies, California’s policy model could influence
broader U.S. regulation, especially if adopted by other states or federal bodies.

3.5 International Standards — ISO/IEC Al Governance Frameworks
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In addition to statutory laws and treaties, international technical standards play a pivotal role
in shaping Al governance. The International Organization for Standardization (ISO) and the
International Electrotechnical Commission (IEC) have jointly developed a suite of standards,
notably ISO/IEC 42001:2023, which sets requirements for Al management systems, and
ISO/IEC 5259 series (Parts 1, 3, and 4) focused on data quality, performance metrics, and bias
mitigation.?!

ISO/TEC 42001 introduces the concept of a governance framework embedded in organizational
processes, mandating documentation, impact assessments, and human oversight. It adopts a
continuous improvement model, requiring periodic review and audit of Al systems for
compliance with ethical and operational goals.? These standards are voluntary but increasingly
influential, especially among multinational firms seeking interoperability across jurisdictions.
Moreover, compliance with ISO standards is becoming a de facto requirement in Al public
procurement processes across the EU, Canada, Japan, and Australia.”® They also serve as
reference points in the development of national standards, including India’s Bureau of Indian
Standards’ draft Al governance guidelines (2024) and Singapore’s Al Verify framework.
Together, these doctrinal sources—ranging from enforceable regional regulations to soft global
norms and technical protocols—reflect the multi-level governance architecture necessary to
navigate AI’s complexity. They also underscore a growing consensus on embedding human-
centric, rights-based, and accountability-driven principles into Al systems globally.

4. Case Examples

Real-world applications of Al governance frameworks provide crucial insights into how ethical
principles, regulatory obligations, and organizational strategies translate into practice. This
section analyzes notable case studies from Microsoft’s internal governance infrastructure, the
Californian state-led model of Al oversight, and the regulatory acceleration in the UK and EU
financial sectors. Each case reflects different institutional logics—corporate, regional-
governmental, and sectoral—but collectively demonstrates the multi-level application and
operationalization of Al governance.

4.1 Microsoft’s 2025 Responsible AI Transparency Report

In January 2025, Microsoft released its third Responsible Al Transparency Report, outlining
the company's evolving governance ecosystem for Al technologies. The report represents one
of the most mature public disclosures from a major technology company on Al oversight
practices. Microsoft’s internal architecture is built around six core principles: fairness,
reliability and safety, privacy and security, inclusiveness, transparency, and accountability.>* At
the center of this model is the Office of Responsible AI (ORA), which works in tandem with
cross-functional committees such as the Aether Committee (AI, Ethics, and Effects in
Engineering and Research). Together, they ensure that governance is not isolated to compliance
teams but is embedded throughout the development pipeline—from ideation to post-
deployment audits.

The 2025 report emphasizes customer trust as a core governance metric and includes
mechanisms for iterative learning. This includes updates to internal tools such as the Al Impact
Assessment framework, regular model evaluations for bias and robustness, and the expansion
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of documentation requirements (akin to model cards) for high-impact systems.?* Microsoft has
also disclosed that over 2,000 internal Al deployments were evaluated under these frameworks
in 2024 alone, of which 14 were either modified or paused due to ethical or legal concerns.
Crucially, Microsoft’s governance extends to third-party integrations. The company mandates
responsible Al clauses in vendor contracts and offers transparency tooling (e.g., Azure Content
Safety, Responsible Al Dashboard) to enterprise clients.?® This approach, while voluntary,
aligns closely with elements of the EU Al Act’s high-risk obligations and ISO/IEC 42001
requirements. The report also outlines how Microsoft collaborates with global standards bodies
and civil society organizations, reinforcing a multi-stakeholder model of ethical Al oversight.
This case underscores how private sector leadership—backed by transparency and third-party
engagement—can drive normative change, especially in the absence of binding national
legislation in the United States.

4.2 California’s Al Framework (2025)

California’s Al Policy Working Group Report, finalized in June 2025, is a pioneering example
of sub-national regulatory leadership in the United States. While federal Al regulation remains
fragmented and largely advisory, California’s framework presents a detailed roadmap for
ethical Al deployment within state agencies, with potential spillover into private sector
compliance.?’

The framework emphasizes a "trust but verify" model, blending transparency mandates with
structural safeguards. Key recommendations include the institutionalization of external audits,
creation of whistleblower protection mechanisms, and development of incident-reporting
registries for Al-related harm.?® The report also advocates for the appointment of Agency Al
Governance Officers (AAGOs), responsible for ensuring compliance with fairness,
accountability, and transparency standards across government systems. These officers would
also coordinate cross-agency learnings and report to the Office of Digital Innovation, creating
a centralized ethics review process.

Significantly, California’s framework incorporates public participation mechanisms, including
feedback loops from affected communities and civil society organizations, particularly in Al
deployments that intersect with public welfare (e.g., predictive policing, healthcare
prioritization algorithms).? While implementation remains in early stages, several pilot
programs, such as the CalAl Procurement Compliance Checklist, have already been trialed in
the Department of Motor Vehicles and the Department of Public Health. These pilots include
pre-deployment bias assessments, explainability thresholds, and algorithmic red-teaming.
California’s model, if legislated, could act as a template for federal or other state-level Al
oversight. Furthermore, its combination of legal enforceability, ethical guidance, and
operational tooling aligns with the principles embedded in the Council of Europe Al
Framework Convention. The state’s commitment to enforceable governance makes it a critical
node in the evolving federalism of Al regulation in the U.S., with potential transnational
relevance.

4.3 Al Governance in the UK and EU Financial Sectors

The United Kingdom’s Financial Conduct Authority (FCA) and the European Union’s financial
supervisory authorities represent early adopters of sector-specific Al governance, particularly
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in high-risk domains such as banking, insurance, and algorithmic trading. These institutions
have led in operationalizing principles like fairness, model explainability, and accountability
through binding compliance mandates.*

In 2023, the FCA released its Guidance on Algorithmic Trading Compliance, which requires
financial institutions to maintain explainable Al systems capable of real-time justification of
outcomes. Institutions must document their Al decision-making processes and provide post-
hoc explanations that are intelligible to human auditors.®’ This is particularly important in
applications involving credit scoring, fraud detection, and automated loan processing, where
lack of transparency could lead to systemic bias or regulatory breaches. The FCA’s “sandbox”
model also allows institutions to test Al tools under regulatory observation, creating an
experimental governance environment that balances innovation with ethical restraint.
Across the EU, regulators have begun integrating elements of the Al Act into financial
supervision. The European Banking Authority (EBA) and the European Insurance and
Occupational Pensions Authority (EIOPA) now mandate periodic Al system reviews, fairness
testing, and consumer redress mechanisms as part of risk-weighted supervision.*? Notably, the
EU has funded cross-border projects under Horizon Europe to develop explainability toolkits,
bias mitigation algorithms, and Al ethics indicators tailored for the financial sector. These
efforts aim to translate abstract governance principles into domain-specific practice,
showcasing a deepening maturity in regulatory approaches.

Private financial institutions, such as Barclays and ING, have responded by establishing Al
Ethics Committees and deploying model risk governance teams that operate independently of
Al development units. These committees conduct scenario analysis, stakeholder impact
assessments, and external disclosures, aligning private governance with regulatory
expectations.>?

Overall, the UK-EU financial sector governance model demonstrates how sectoral regulation,
combined with institutional innovation, can operationalize Al oversight through domain-
specific instruments. Its success may offer a blueprint for other critical sectors like healthcare,
energy, and transportation.

5. Conclusion

The governance of artificial intelligence (AI) has evolved from a speculative regulatory
conversation to an urgent global imperative, shaped by an intersection of ethical, legal,
technical, and institutional concerns. This paper has illustrated how both doctrinal and non-
doctrinal frameworks are working in tandem to create a multi-layered ecosystem for ethical
tech oversight. On the one hand, binding legal instruments like the European Union’s Al Act
and the Council of Europe’s Framework Convention on Al provide structured, rights-based
regulatory scaffolding. On the other, corporate self-governance mechanisms—as demonstrated
by Microsoft’s transparency model—and sectoral adaptations such as the financial oversight
regimes in the UK and EU, reflect how norms are increasingly internalized by private actors
and tailored to domain-specific risks.

Importantly, the doctrinal models reveal not only a regulatory appetite for ethical oversight, but
also a growing convergence around key principles: fairness, transparency, explainability,
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human agency, and accountability. The Council of Europe Convention’s universal applicability
and ISO/IEC standards’ technical depth exemplify how international collaboration is creating
a shared vocabulary for what constitutes "responsible AL" Simultaneously, non-doctrinal
developments expose the challenges of implementation—Ilimited skilled governance staff,
fragmented policy environments, and unclear enforcement channels—even among proactive
organizations. Surveys reveal that while over 77% of companies claim to be building
governance programs, only a fraction report full operational readiness, pointing to a serious
capability gap in turning policy into practice.

Case studies further reveal that leading jurisdictions and corporations are not waiting for global
consensus. California’s policy model, with its focus on enforceable transparency,
whistleblower protections, and Al governance officers, indicates how sub-national units can
lead regulatory innovation. In contrast, sectoral governance in Europe’s financial domain
illustrates the value of tailoring ethical norms to high-risk application environments. These
examples provide practical insights into how principles can be translated into audit procedures,
feedback loops, and governance infrastructures.

However, as Al systems become more autonomous, pervasive, and embedded into public
infrastructure, governance must not remain reactive. Instead, it must evolve into a proactive,
anticipatory, and agile framework—capable of addressing emergent harms, uneven power
dynamics, and systemic biases. The future of Al governance will depend on building
institutions with technical capacity, legal adaptability, and ethical reflexivity. This demands not
just laws and policies, but continuous learning, international cooperation, and public
engagement. In this light, Al governance is not merely a regulatory obligation—it is a
democratic responsibility.

References

1. Veale, M., & Zuiderveen Borgesius, F. J. (2021). Demystifying the draft EU Artificial
Intelligence Act. Computer Law Review International, 22, 97-112.

2. Crootof, R., & Casey, B. (2024). Whose responsibility is it anyway? Al, legal
responsibility and moral accountability. Harvard Journal of Law & Technology, 34(1),
75-121.

3. Nalluri, S. K. & Bathini, V. T. (2023). Next-Gen Life Sciences Manufacturing: A
Scalable Framework for AI-Augmented MES and RPA-Driven Precision Healthcare
Solutions. International Journal of Engineering & Extended Technologies Research
(IJEETR), 5(2), 6275-6281.

4. International Association of Privacy Professionals (IAPP), & Credo Al. (2025, April).
2025 Al governance report: Bridging the compliance gap. International Association of
Privacy Professionals.

5. Binns, R., Veale, M., Van Kleek, M., & Shadbolt, N. (2019). Problem formulation and
faimess. In Proceedings of the 2019 conference on fairness, accountability, and
transparency (pp. 1-10). ACM.

6. European Commission. (2021). Proposal for a regulation laying down harmonised
rules on artificial intelligence (Artificial Intelligence Act) (COM(2021) 206 final).




International Journal of Artificial Intelligence, Computer Science,
Management and Technology
Volume 2 Issue 2 APR — JUN 2025 | International Peer Reviewed & Refereed Journal

7.

10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

25.

26.

Council of Europe. (2024). Framework Convention on Artificial Intelligence, Human
Rights, Democracy and the Rule of Law. Opened for signature in September.
California State Government. (2025, June). Final recommendations from the working
group on the use of Al in government operations.

International Association of Privacy Professionals (IAPP), PwC, & Deloitte. (2024—
2025). Al business survey 2024, Al governance in Asia-Pacific. Various Reports.
Exactitude Consultancy. (2024). Al governance market forecast 2024-2034.
Global Market Insights. (2025, March). A1 governance tools industry report.
European Commission. (2021). Artificial Intelligence Act: Proposal for a regulation
(COM(2021) 206 final).

Veale, M., & Edwards, L. (2021). Clarity, surprises, and further questions in the draft
EU AI Act. European Law Blog. https://europeanlawblog.eu

Smuha, N. A. (2022). From ethics washing to ethics bashing: A critique of the EU Al
regulation proposal. Minds and Machines, 32(1), 137-160.

Council of Europe. (2024). Framework Convention on Artificial Intelligence. CoE
Portal.

Mantelero, A. (2023). Al and human rights: From principles to practice. Computer Law
& Security Review, 47, 105736.

Nalluri, S. K. (2022). Transforming Diagnostics Manufacturing at Cepheid: Migration
from Paper-Based Processes to Digital Manufacturing using Opcenter MES.
International Journal of Research and Applied Innovations, 5(1), 9451-9456

Wagner, B. (2024). Democratic oversight of Al: Institutional design and legislative
frameworks. A1 & Society, 39, 667-682.

United Nations. (2023, October). Governing Al for humanity: Report of the High-Level
Advisory Body on Al

Crootof, R. (2024). A UN agency for AI? Lessons from the IAEA. Yale Journal of
International Law Online.

Kwet, M. (2019). Digital colonialism: US empire and the new imperialism in the Global
South. Race & Class, 60(4), 3-26.

California State Government. (2025, June). Final recommendations from the Al policy
working group.

Casey, B., & Lemley, M. A. (2024). You might be a robot. Minnesota Law Review, 103,
221-268.

International Organization for Standardization (ISO). (2023). ISO/IEC 42001 : Artificial
Intelligence management system standard.

International Organization for Standardization (ISO). (2023). ISO/IEC 5259-3: Data
quality evaluation in Al systems.

International Association of Privacy Professionals (IAPP). (2025, March). A7
governance standards adoption trends.

Microsoft. (2025, January). 2025 responsible Al transparency report. Microsoft
Official Blog.




International Journal of Artificial Intelligence, Computer Science,
Management and Technology
Volume 2 Issue 2 APR — JUN 2025 | International Peer Reviewed & Refereed Journal

27.

28.

29.
30.

31.

32.

33.

34.

35.

Raji, I. D., & Buolamwini, J. (2023). Actionable auditing: Investigating the impact of
public Al audits. FAccT 2023 Proceedings.

Microsoft Azure. (2024). Responsible Al dashboard and content safety tools. Microsoft
Documentation.

California State Government. (2025, June). Final report of the AI working group.

The Verge. (2025, June). California’s Al policy report calls for whistleblower laws and
audit mechanisms. The Verge. https://www.theverge.com

Time Magazine. (2025, July). California sets a model for Al transparency. TIME.
https://www.time.com

Financial Conduct Authority (FCA). (2023). Guidance on algorithmic trading
compliance. FCA Report.

Brundage, M., Avin, S., Clark, J., et al. (2023). The malicious use of artificial
intelligence: Forecasting, prevention, and mitigation. FCA Technical Paper.

European Banking Authority (EBA). (2024). Al and big data risk supervision
guidelines. EBA Guidelines.

ING Group. (2024). Ethical use of Al in financial decision-making. Corporate Ethics
Report.

10



